
Project no. IST-033576

XtreemOS
Integrated Project

BUILDING AND PROMOTING A LINUX-BASED OPERATING SYSTEM TO SUPPORT VIRTUAL
ORGANIZATIONS FOR NEXT GENERATION GRIDS

XtreemOS: a Vision for a Grid Operating System
XtreemOS Technical Report # 4

Toni Cortes, Carsten Franke, Yvon Jégou, Thilo Kielmann, Domenico Laforenza,
Brian Matthews, Christine Morin, Luis Pablo Prieto, and Alexander Reinefeld

Report Registration Date: May 14, 2008

Version 1 / Last edited by Brian Matthews / May 14, 2008

Project co-funded by the European Commission within the Sixth Framework Programme
Dissemination Level

PU Public
√

PP Restricted to other programme participants (including the Commission Services)
RE Restricted to a group specified by the consortium (including the Commission Services)
CO Confidential, only for members of the consortium (including the Commission Services)



Revision history:
Version Date Authors Institution Section affected, comments

1 30/04/08 Toni Cortes, Carsten Franke,
Yvon Jégou, Thilo Kielmann,
Domenico Laforenza, Brian
Matthews, Christine Morin,
Luis Pablo Prieto, and Alexan-
der Reinefeld

Initial document

2 01/05/08 Brian Matthews Polishing Review



XtreemOS: a Vision for a Grid Operating System

Toni Cortes∗, Carsten Franke†, Yvon Jégou‡,
Thilo Kielmann§, Domenico Laforenza¶, Brian Matthews‖,

Christine Morin‡, Luis Pablo Prieto∗∗, and Alexander Reinefeld††

1 Introduction

For many businesses, the ability to dynamically adapt to changing environments
has become a key success factor. Therefore, many companies need to significantly
increase their agility and cost efficiency to survive in this dynamic environment. In
industrial sectors (e.g. aeronautics, chemistry, ...), and in the R&D and academic
research domains (e.g. genomics, high energy physics, ...), it is now standard prac-
tice to engage in joint development programmes between organisations, a practice
which critically affects the underlying information and communication infrastruc-
ture. For example, many applications consist of several executables that need to be
started, managed and stopped in a coordinated fashion. Further, many applications
use databases in the range of several Gigabytes for storing business related data.
Furthermore, this includes a large proportion of interactive applications, which
thus have higher requirements for the direct customer response times. Hence, busi-
nesses are searching for new technologies that overcome current limitations and
allow them to execute their businesses in an effective manner by providing a high
degree of adaptability.

Many enterprises are operating in a distributed fashion. Thus, the whole com-
pany is divided into several administrative domains. Further, many joint research
and development programmes exploit resources spanning multiple administrative
domains. In order to run the overall business effectively, the different locations
must cooperate and dynamically adapt as a whole during changes. One of the
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main goals during this operation is the minimization of administration tasks. Fur-
thermore, it is essential for enterprise to be able to execute legacy software within
these environments without the need to modify or recompile the various system
components.

One possible way to address some of these requirements is to use Grid tech-
nologies. The term Grid computing was introduced at the end of 90s by Foster
and Kesselman; it was envisioned as “an important new field, distinguished from
conventional distributed computing by its focus on large-scale resource sharing,
innovative applications, and, in some cases, high-performance orientation” [10].
Defining Grids precisely has always been difficult but nowadays there is a gen-
eral agreement that Grids are distributed systems enabling the creation of Virtual
Organizations (VOs) [11]. By working within VOs, users can share, select, and
aggregate a wide variety of geographically distributed resources, owned by differ-
ent organizations, to solve large-scale computation and data intensive problems in
science, engineering, and commerce. Those resources may include any kind of
computational resources like supercomputers, storage systems, data sources, sen-
sors, and specialized devices.

More recently researchers belonging at the European Network of excellence
“CoreGrid”1 reached an agreement on the following definition: a Grid is “a fully
distributed, dynamically reconfigurable, scalable and autonomous infrastructure
to provide location independent, pervasive, reliable, secure and efficient access to
a coordinated set of services encapsulating and virtualizing resources (computing
power, storage, instruments, data, etc.) in order to generate knowledge”. This is
a more modern service-oriented vision of the Grid that stems from the conviction
that in the mid-to-long term the great majority of complex software applications
will be dynamically built by composing services, which will be available in an
open market of services and resources. In this sense, the Grid will be conceived
as a “world-wide cyber-utility” populated by cooperating services interacting in a
complex and gigantic software ecosystem.

The “Cloud computing” model introduced in 2007 [24] considers the outsourc-
ing of hardware and software to Internet providers. In this model, there is no need
to bother with hardware acquisition and management: users just rent the services
(or virtual machines) they need, and they only pay for effective resource usage.
Cloud computing is mainly based on virtualization technology and grid computing
software.

The XtreemOS [5] project started in 2006 follows yet another approach to
the management of large and very dynamic grid systems: users logged into an
XtreemOS box will transparently exploit VO-managed resources through the stan-

1<http://www.coregrid.net/>
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dard POSIX interface.
While much work has been done to build Grid middleware on top of existent

operating systems, little has been done to extend the underlying operating systems
for enabling and facilitating Grid computing, for example, by embedding some im-
portant basic services or functionalities directly into the operating system kernel.
In this light, XtreemOS aims to be a first European step towards the creation of a
true open source operating system for Grid platforms. The XtreemOS operating
system is based on Linux traditional general-purpose OS, extended as needed to
support VOs, and to provide appropriate interfaces to the Grid OS services. In con-
trast to middleware approaches, XtreemOS is an operating system able to execute
any kind of application, including unmodified existing applications.

The realization of this new Grid vision introduces new challenges: transparency
for users and application developers, scalability, manageability, security, trust. In
the rest of this paper, we consider some of the challenges and opportunities which
are addressed by XtreemOS

2 Fundamental Concepts and their Instantiation in XtreemOS

In this section, we first discuss the fundamental concepts that have driven the design
of XtreemOS. Then, we present the overall architecture of XtreemOS and its key
design principles.

2.1 Fundamental Concepts

The design of XtreemOS has been guided by two fundamental concepts: trans-
parency and scalability.

2.1.1 Transparency

Transparency in XtreemOS can be seen from two different points of view: the user
and the application. We consider what we mean by transparency in each case.

Transparency for the User

A traditional user will have the feeling that is still working on a Linux machine.
For instance, traditional Linux commands will be used instead of new ones: jobs
(including legacy and grid-unaware applications) will be submitted like regular
processes are launched today (just by writing the program name); checking the
status of jobs will be done by using the traditional ps command; and so on. This
means that XtreemOS will bring the Grid to standard Linux users. It is important to
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mention that submitting a job to the Grid requires some Grid-parameters such as the
resources needed. These parameters will be predefined by application developers,
and/or learned automatically by XtreemOS. On the other hand, we will also allow
Grid-aware users to define these Grid parameters themselves to offer maximum
power to expert users.

Another way in which XtreemOS will make the Grid transparent to users is
that there will be no limit in the kind of applications that will be supported. Unlike
most Grid systems that only allow batch jobs, XtreemOS will allow interactive
(both terminal and Xwindows) applications to be submitted to the Grid in the same
way they are launched in a Linux box.

Regarding user sessions, XtreemOS will offer a mechanism that once the user
has logged into the VO, all commands will become Grid commands and thus the
user will not have to worry about any of the Grid aspects anymore. In other words,
logging into XtreemOS will launch a Grid-aware shell that transparently takes care
of all Grid-related issues.

Finally, XtreemOS will allow VO to be built to either share or isolate resources
from the rest of the world. This will be defined by the administrator of the VO, and
thus it will be transparent to users. For instance, in an environment where isolation
is vital, it will be handled by the VO management and the user will run jobs in an
isolated environment without having to worry further.

Application Transparency

XtreemOS will also make Grid executions transparent for applications, and appli-
cation developers, . First, the job semantics will be very similar to the process
semantics. This means that XtreemOS will offer a hierarchy of jobs (much in the
same way as the Linux process hierarchy) and the same system calls (same inter-
face) used to manage processes will be able to handle jobs (i.e. wait for a job,
send signals to a job, etc.). Furthermore, to simplify the task of programming,
XtreemOS will treat process within a job in the same way Linux treats threads
within a process (thus the programmer will not need to learn new relationships).

Another way in which XtreemOS will make the Grid transparent to applica-
tions is that files will be stored in XtreemFS, using a Grid file system, and appli-
cations will be able to access these files regardless of their physical location using
the POSIX interface and semantics.

In addition, XtreemOS will offer transparent fault tolerance to applications. If
a resource fails, the application will recover automatically and transparently from
the user.

Finally, XtreemOS will also make clusters of computers transparent to appli-
cations because each cluster in the system will offer a single-system image to the

4



applications (i.e. single login point, distributed shared memory, etc.)

2.1.2 Scalability

Scalability is a key property of the XtreemOS operating system. XtreemOS has
potentially to deal with a large number of resources (millions of nodes) owned
by different providers and located in different sites (possibly thousands of loca-
tion/administrative domains). It will be used by a large number of users (thousands
of users) executing altogether a very large number of applications of various kinds
(data intensive versus compute intensive), some of them being large scale appli-
cations spanning multiple Grid nodes and requiring a large amount of resources
(individual jobs may span thousands of nodes). Multiple virtual organizations may
rely on a Grid infrastructure, each with its own members, administrator, resources
and policies. Thus XtreemOS has to be able to scale to these large sizes. We
consider some of these factors in more detail.

Heterogeneity XtreemOS has to deal with a large amount of heterogeneous Grid
nodes (resources) interconnected by various wired or wireless networks (e.g. WAN,
LAN, SAN). These networks are heterogeneous from the performance point of
view (latency, bandwidth, jitter) and performance is variable depending on the load.
Resources are heterogeneous from the hardware point of view. There are different
kinds of Grid nodes from the point of view of computer architecture: individual PC,
clusters, high-performance computers and mobile devices. Grid nodes are based on
different processor types and have a different amount of local resources (memory,
disk, number of processors and cores). Grid nodes are also heterogeneous from the
software point of view. They may run a different version of an operating system
and they may be configured in different ways, for instance using the same (or same
version) of libraries. Finally, Grid nodes belonging to different sites are indepen-
dently managed and there is no reason to assume that the administration policies
would be the same in these sites.

XtreemOS must be capable of running on a wide variety of different platforms,
ranging from powerful servers down to simple PDAs or mobile phones with only
little computational power. Hence, there will be several flavors of XtreemOS, but
all with the same consistent set of services and the same interfaces.

Dynamicity Grid nodes may join or leave the system at anytime based on deci-
sions of their administrator or user. This may happen with a prior announcement,
via a sign on/off, or without, for example a crash. A given Grid node may be
temporarily disconnected as networks failures may occur at any time. Some Grid
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nodes, such as laptops, PDA, or mobile phones may suddenly be disconnected and
later be re-joined with different data.

VO Models and Dynamicity in VOs There is not a single VO model: VOs may
be long-term static VOs or short-term dynamic VOs. While a static VO life-time
may be several months or years (corresponding to the duration of a collaboration),
the life-time of a dynamic VO may be limited to the life-time of an application.
A VO may be statically created by a VO administrator (static VO) or dynamically
created by an application (dynamic VO). VOs also differ in their policies. A VO is
created, evolves and is finally dissolved. Several kinds of modifications may hap-
pen during the VO life cycle: the addition or removal of institutions participating
in the VO; the addition or removal of a site; or the addition or removal of a resource
or of a member. Policies may also change over time, and the resources within a
VO may experience failures. So while still belonging to the VO, these resources
may be temporarily not accessible, leading to another form of dynamicity within a
VO.

XtreemOS will support different VO models [26], and scalability issues can be
seen w.r.t. the performance of the system, and its ability to adapt to changes. As a
resource node may provide access to thousands of grid users from multiple VOs,
the local operating system must still provide strong isolation properties, such as the
existence or failure of an application shall not affect security and performance of
applications from different VOs running on the same node).

When VOs are dynamically created or changed, e.g. when some resources fail,
maintaining consistency of static local configurations becomes a complex task and
heavy administrative burden, even if done automatically. Thus, in order to support
large numbers of users in such a dynamic environment, implementation solutions
relying on local configuration files which statically contain user/resource informa-
tion should be avoided. Resources and users belonging to various administrative
domains, scalability means keeping the autonomous management of user accounts
and resources by the domain system administrator.

Scalability of Services XtreemOS services should be designed to scale with the
number of entities (e.g. resources, users, applications, VO, sites) and their geo-
graphical distribution. On one hand, they should be fully distributed, avoid any
contention points and save network bandwidth for the sake of performance. On
the other hand, they should be able to securely run over multiple administrative
domains. They should adapt to the evolution of the system composition coping
with the dynamicity of a Grid. As a result, it will not be possible to maintain a
global view of the system. XtreemOS services will also have to be self-managed
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services automatically dealing with events such as a node joins, leaves, or crashes.
To deal with the high churn of nodes characterizing a large scale distributed sys-
tem such as a Grid, service migration should be made transparent to users. Finally,
there should be no single point of failure in XtreemOS operating system. Thus,
XtreemOS critical services will need to be highly available.

Scalability of application execution management To scale with the number
of applications, the application execution management service will be distributed
within the scope of a VO. As it is not possible to get an optimal scheduling in a
large scale dynamic system where a very large number of users share resources for
the execution of a potentially very large number of applications of different kinds,
XtreemOS scheduling philosophy will be best effort with a job centric scheduler.

Scalability of the Grid composition service A node in XtreemOS should be
able to communicate with any other node in the same VO, for example, to find
resources for executing a job. As the number of nodes in a Grid may be very
large, it is not conceivable that a node keeps information on all other nodes it may
communicate with. For the sake of scalability, in XtreemOS, a node will only keep
information on a few nodes. The intersection between information maintained by
each node on other nodes belonging to the same Grid should be large enough to
support simultaneous failures of multiple nodes. This means that XtreemOS will
be a highly decentralized system in the same spirit as Peer-to-Peer systems that are
able to cope with node dynamicity.

Scalability in data management XtreemOS data management service will be
able to deal with large amounts of data stored in geographically distributed data
storage units (in different administrative domains) and accessed from any Grid
node. It will manage files (volumes) that are shared by Grid users from different
VOs. XtreemOS will provide a Grid file system providing efficient data access
and data high availability. The XtreemOS file system XtreemFS will perform file
access control and will guarantee secure data management. To be scalable, the
management of the Grid file system will be highly decentralized.

2.2 XtreemOS Overall Architecture

2.2.1 Overview

The XtreemOS project is building a operating system to support virtual organiza-
tions (VOs) in next-generation grids. Unlike the traditional, middleware-based ap-
proaches, it is a major goal to provide seamless support for VOs at all the software
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layers involved, ranging from the operating system of a node, via the VO-global
services, up to direct application support.

As Linux is widely available on various platforms (in particular, it is the system
of choice for HPC clusters and for servers), XtreemOS implementation will be
based on Linux. This should not be a limitation as Linux based OS can be executed
on computers natively executing another OS by the means of virtual machines.
XtreemOS integrates operating systems for the various computer architectures used
in VOs, as follows.

• For stand-alone PCs (single CPU, or SMP, or multi-core), XtreemOS pro-
vides its Linux-XOS flavour with full VO support.

• For clusters of Linux machines, the LinuxSSI flavour combines VO support
with a single system image (SSI) functionality.

• For mobile devices, XtreemOS provides the XtreemOS-MD flavour with VO
support and specially-tailored, lightweight services for application execu-
tion, data access, and user management.

The XtreemOS project is producing various software components, ranging
from Linux kernel modules to application-support libraries [40]. The overall layer-
ing of these components, grouped within software packages, is shown in Fig. 1. It
shows all layers in the infrastructure at a very high level of abstraction. Each layer
abstracts further from the underlying physical structure of a Grid, and consists of
one or more software packages.

A software package provides one or more of the services of XtreemOS. Each
service implements its functionality by interacting with other services in the same
layer, and the layer below. Here, services can be either “classical” Grid services
within the XtreemOS-G layer, or Linux extensions (kernel modules etc.) within the
XtreemOS-F layer. All XtreemOS services being designed within a single project
in a cooperative way, which ensures better integration and better coordination be-
tween these services than in traditional middleware stacks.

In the following section, we introduce XtreemOS key design principles to
achieve both scalability and transparency.

2.2.2 Key Design Principles

VO and Security. XtreemOS supports various VO models, used in scientific as
well as business scenarios. Within these models, a user can belong to different
VOs, and a resource can provide computation power and storage to multiple VOs.
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Figure 1: Layering of the XtreemOS software packages.

User management and resource management are independent in XtreemOS: there
is no need to configure resources when new users are registered in VOs.

XtreemOS provides Single-Sign-On (SSO): when a user performs a “login”
within a VO, he receives credentials recognized by all resources of the VO with-
out any need to re-authenticate. Resource access security in XtreemOS is policy-
driven: access rights to a resource are evaluated from policies provided by users,
VOs and resource providers.

Detailed consideration of the key design principle for VOs and security are
given in [6], with the proposed security architecture in [39, 43].

Application Execution Management. The resource discovery mechanism within
XtreemOS is based on a distributed information service using P2P technology. Fur-
thermore, services that take decisions never work with a global view of the whole
system, but rather use a local viewpoint. For instance, the scheduling will not try
to perform a perfect global schedule, but rather generate a job-oriented scheduling
within the subset of resources obtained by the resource discovery mechanism.

To ease the use of the Grid services, it is very important to mimic the well
known Linux functionality as opposed to offer different abstractions and function-
ality which are more oriented to the Grid. In this same spirit, reliable monitoring
which can be reported to the user using familiar tools is vital to provide assurance
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to users and administrators. This is a feature which is normally not found in Grid
environments.

Detailed consideration of the key design principle for AEM and its architecture
are given in [36, 27].

Data Management. The data management capabilities of XtreemOS are pro-
vided by the XtreemFS file system. With XtreemFS we have chosen to implement a
full file system and design it for features that are expected from a grid data manage-
ment system, such as federation, replication and parallel access. XtreemFS fully
integrates with the VO concept and allows applications to transparently access files
across the whole Grid without any further mediation by middleware layers. Being
a real file system, it has full control over any access to the file data and provides
real file semantics even in presence of concurrent accesses.

The Object Sharing Service (OSS) aims to ease the sharing of volatile data
objects by transparently managing replicas and keeping them consistent. Grid ap-
plications can share objects through standard file system operations or by using
customized functions. The latter include support for speculative transactions which
alleviate network latency and avoid complicated lock management.

Infrastructure for Highly Available and Scalable Services. The infrastructure
for highly available and scalable services provides generic services that can be used
by XtreemOS-G services and applications running on top of XtreemOS, which
underpin the resource management within XtreemOS in a scalable and transparent
manner. This specifies a number of services as follows.

• Distributed Server. A distributed server is an abstraction that presents a col-
lection of server processes to its clients as a single entity [38]. The address
of a distributed server remains stable, even in the case of nodes joining or
leaving the application. This technology is exploited in the project both as a
support for highly available services (e.g., the job manager or the VO man-
ager) and by those applications willing to make their internal distribution
transparent to their clients.

• Virtual Nodes. A group of nodes taking part in an application can request to
be organized as a virtual node. A virtual node is a fault-tolerant group where
each member can take over the task of the others in case of failure [34].
Several types of virtual nodes may be provided, based on active replica-
tion, passive replication, and checkpoint/restart mechanisms provided by the
XtreemOS operating system. This technology will be integrated with dis-
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tributed servers to provide a single platform to support fault-tolerant, highly
available services and applications.

• Publish-Subscribe. A common form of communication between a large
number of nodes taking part in a given service or application is publish-
subscribe. We will provide a fully decentralized pub/sub communication
system that applications can use for their own purpose [44]. The current
implementation is based on a hierarchical topic-based mode while later in
the project we will evaluate if a content-based approach is also needed.

• Resource Selection Service. The Resource Selection Service (RSS) takes
care of performing a preliminary selection of nodes to allocate to an ap-
plication, according to range queries upon static attributes [33]. It exploits a
fully decentralized approach, based on an overlay network which is built and
maintained through epidemic protocols. This allows to scale up to hundred
thousands, if not billions, of nodes and to be extremely resilient to churn and
catastrophic failures. This service is invoked by the AEM service.

• Application Directory Service. The Application Directory Service (ADS)
handles the second level of resource discovery, answering queries expressed
as predicates over the dynamic attributes of the resources [25]. ADS will
create an application-specific “directory service” using the NodeIDs received
by the RSS, related to the resources involved in the application execution.
To provide scalability and reliability, DHT techniques and their extensions
to dynamic and complex queries will be used.

• Application Bootstrapping. Many applications need to have nodes arranged
in specific overlay networks (e.g., a torus, a ring) to operate correctly. Appli-
cation Bootstrapping is a set of libraries, leveraging off epidemic protocols,
to make application nodes self-organize to meet the requirements [25].

XtreemOS Cluster Flavour. The XtreemOS cluster variant will be based on
LinuxSSI [32, 41], which implements a full Single System Image (SSI) operat-
ing system for computing clusters. A full SSI operating system globally manages
all cluster nodes resources to give the illusion that a Linux cluster is a single Linux
node. The Posix interface is offered to users allowing the execution of unmodified
legacy sequential or parallel applications and system administration tools. Hence,
LinuxSSI makes a cluster appear as a single powerful (SMP-like) Grid node. Based
on Kerrighed Single System Image (SSI) technology [17], LinuxSSI provides addi-
tional features such as a global customizable scheduler [28], the checkpoint/restart
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of process trees [29], additional reconfiguration mechanisms [30], and a distributed
file system [31].

XtreemOS Mobile Device Flavour. XtreemOS also provides a mobile device
flavour (XtreemOS-MD), which fully integrates most of XtreemOS functionalities,
giving users on the move full access to the XtreemOS Grid [35, 46, 45]. This
kind of approach is much more scalable than gateway or Grid portal solutions
for mobile access, as it eliminates the potential bottlenecks and single-points of
failure of these gateways. This scalability factor can be specially relevant, given
the enormous number of mobile devices that exist these days. Moreover, mobile
Grid applications will be able to run transparently with little or no modifications in
mobile devices, due to the inclusion in XtreemOS-MD of OGF’s standard SAGA
API.

Due to the current state of mobile Linux market, another key principle of the
mobile flavour is portability. XtreemOS will provide not only a full Grid operating
system for mobile devices, but also a set of open source software modules that
can be easily integrated into any modern mobile Linux distribution, by avoiding
excessive reliance on any specific mobile platform.

XtreemOS API In general, the XtreemOS API has to serve three classes of ap-
plications:

1. Existing Linux applications, using POSIX-standardized interfaces.

2. Existing Grid applications, using OGF-standardized interfaces.

3. New applications, using functionality uniquely provided by XtreemOS.

We have selected the emerging OGF standard Simple API for Grid Applications
(SAGA) as the first draft API for XtreemOS. SAGA had been selected because
it combines OGF-standardized API’s (namely JSDL [1], BES [8], GridFTP [15],
GridRPC [18], DRMAA [21]) with POSIX-like interfaces wherever possible (e.g.,
for files and streams). We have defined an API name space called XOSAGA
(XtreemOS extensions to SAGA) that mirrors the SAGA API name space. XOSAGA
contains only those packages, classes, and interfaces that require XtreemOS-specific
extensions to SAGA. Together, SAGA and XOSAGA form the XtreemOS API
[42, 37].
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3 Comparison with Alternate Approaches

XtreemOS Grid OS can be compared to other Grid OS and to middleware ap-
proaches.

3.1 Other Grid OS

Legion [12] is an object-based wide-area operating system. Legion executes as
middleware on top of individual resource operating systems but provides a uniform
API and object space to users and to developers. Legion shares a large number of
key requirements with XtreemOS, namely: security; a global name space; pro-
gramming ease; interactivity; fault tolerance; persistence; dynamicity; scalability;
and site autonomy. Being run as a middleware, Legion can manage heterogeneous
resources running different operating systems. But, in return, Legion provides a
specific API to users (in order to manage the global user namespace) and to de-
velopers. In contrast, XtreemOS provides the standard POSIX API to users and
developers, but all computational resources must run the XtreemOS operating sys-
tem. For user and resource management, Legion and XtreemOS also use different
strategies. A Legion domain is autonomous and manages its local users and re-
sources. But multiple domains can be combined in order to form larger systems:
objects created in one domain can communicate with and use the services of other
objects in connected domains. XtreemOS manages users and resources through
virtual organizations. VOs are independent, but a user can belong to multiple VOs
and a resource can provide services to multiple VOs.

Globe [23] shares many goals with Legion. Both are middleware running on
top of host operating system and use class objects to abstract implementation de-
tails. But the implementation of objects is different and Globe can be presented as
a distributed application environment whereas Legion is presented as an operating
system for grids.

9Grid [16] is an on-going collective effort to extend the Plan9 [20] distributed
operating system to Grids. The Plan9 operating system already integrates support
for user authentication, resource discovery and data management in a distributed
environment. Plan9 administration, limited to a single domain, is extended in 9Grid
to support multi-domain namespaces and remote authentication agents. XtreemOS
provides a similar functionality through the multi-VO support.

Mosix2 [2] is a management system targeted for high performance computing
on x86 based Linux clusters and multi-cluster organizational Grids. Mosix in-
corporates dynamic resource discovery and automatic workload distribution, com-
monly found on single computers with multiple processors. The major limitation
of Mosix2 is its weak security support: all resources must belong to the same orga-
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nizational domain and must be connected through a secured network. XtreemOS
also provides a single system image flavour for clusters. As it is the case for Mosix,
the nodes of an XtreemOS cluster must be connected using a secured network, but
the whole cluster is seen as a large SMP node in the XtreemOS Grid.

Vigne [13] provides a consistent set of integrated services (resource discovery,
distributed application management, automatic application life cycle management)
on top of Linux. Vigne targets scalability and transparency but does not currently
provide any support for VOs, security or Grid file system as in XtreemOS.

GridOS [19] integrates basic fonctionalities common to classical grid middle-
ware in the Linux operating system: a resource management module, a process
management module, a kernel ftp server and a kernel ftp client, a high perfor-
mance I/O module and a communication module. The integration of such basic
functionalities in the kernel facilitates middleware support and mainly increases
data management performance.

WebOS [22] provides OS services to wide-area applications, including mech-
anisms for resource discovery, a global namespace, remote process execution, re-
source management, authentication, and security. The major difference between
WebOS and XtreemOS is that WebOS provides operating system services for the
deployment of wide area applications whereas XtreemOS targets the exploitation
of wide area resources for the execution of applications (sequential or parallel).

3.2 Grid middleware

Globus [9] has long been designed as a ”sum of services” infrastructure, in which
tools are developed independently in response to current needs of users. Globus
provides specialised services for job submission, for file staging, for replica loca-
tion and management, for publishing and querying of resource information, etc.
The number of different services and the lack of consistent interfaces make a large
Globus system difficult to install, manage and use. XtreemOS integrates equivalent
functionalities in a more consistent way. User data are managed by XtreemFS, a
shared Grid filesystem (no need to explicitly move files), automatically replicated,
and accessible through the standard POSIX API. VO overlays provide dynamic re-
source management and selection. Globus, and grid middleware in general, rely on
cluster execution services (batch systems) which do not support interactive appli-
cations. XtreemOS on its side extends the remote execution capabilities of Linux
to the Grid and so preserves interactivity between the user and his jobs. Globus is
the basis of a large number of production grid systems such as gLite [4] developed
by the EGEE project [3] funded by the European Commission.

Some P2P based middleware have also been demonstrated as supporting Grid
capabilities, but currently do not provide the whole software stack necessary to
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support all needed functionalities. Zorilla [7] is a java-based middleware integrat-
ing a locality-aware P2P resource coallocation and scheduling system. Vishwa [14]
exploits a two layered P2P architecture. The structured layer reconfigures the ap-
plication to mask failures, while the unstructured layer reconfigures the application
by adapting to the varying loads.

4 Significance of XtreemOS Approach for Users

The main goal of a new approach to Grid support such as XtreemOS is to provide
real advantages to end users over conventional Grid middleware. In this section,
we consider the general advantages of XtreemOS for all users and then the more
specific advantages for three key classes of user: end users, systems administrators,
and application programmers.

4.1 Advantages for all users

A key advantage of the system for all classes of users is XtreemOS’s approach to
handling heterogeneity in systems. This has three main aspects:

Heterogeneous applications. XtreemOS is designed to handle a wide range of
types of application. At one end of the spectrum, large scale scientific collabora-
tions tend to be widely geographically dispersed with a large number of institutions
and last a long time, with a very general goal and relatively straightfoward security
requirements. At the other end, commercial applications in business data cen-
tres typically involve a small number of partners on short time scales and tightly
directed goals, often controlled by a workflow, and have key requirements for iso-
lation and data security. By providing a sufficiently general and flexible infrastruc-
ture, XtreemOS aims to support this range of applications, which is demonstrated
in the case studies within the project.

Heterogeneous platforms. XtreemOS aims to provide a single operating system
which will operate on workstations, clusters and mobile devices. Thus a collabo-
ration can work across these devices transparently, integrating a range of different
platforms together within a single management system, working to common pro-
tocols.

Heterogeneous Security Systems The different security mechanisms which tra-
ditional systems use is a significant barrier to practical Grid computing. The mech-
anisms can be difficult or impossible to work together, and make it hard to establish

15



trust between entities. The XtreemOS security model uses a common global secu-
rity mechanism which can be translated to work with local security infrastructures.
Global security decisions are made using the common system with their local en-
forcement. Thus a common trust and security basis can be established while not
interfering with local security policy.

We break down the XtreemOS users into a number of different groups and
consider the benefits which each group would acrue from XtreemOS.

4.2 Advantages for end users

Two kinds of end users can be distinguished: users launching applications (called
here application users), and service administrators (users launching applications
that are in fact services such as for example a web server or a database). Some of
these users will be experts, others novices or non-computing specialists. An ob-
jective of XtreemOS is to make the Grid invisible for non-expert users. For expert
users, it may not be desirable to make the Grid fully invisible. The expert user
may be able to provide useful information to the system for instance to optimize
the execution time of his/her application. XtreemOS thus provides a number of
advantages to end users.

Ease of use. A number of XtreemOS features provide a user with an easy mi-
gration from a familiar local Linux environment. The use of a Single-Sign On
mechanism to the Grid within a virtual organisation allows the Grid user to access
all the resources on the Grid with a single use of Grid user name and password,
and then the underlying certificate mechanism will authenticate the user against
resources appropriately. This provides a convenient mechanism withihout the need
to manage multiple certificates explicitly. This seemless access without multiple
authentication challenges also enhances the user’s view of transparent access to
resources, which can be called as if they appear on the local system, regardless of
their actual location. Further as user commands in XtreemOS support Posix, as far
as possible, one familiar interface can be used to call local and global resources.

Secure and reliable application execution XtreemOS provides a number of
features which support secure and efficient execution of applications. XtreemOS
provides a fine-grained control of access to resources on the available computing
nodes, allowing specific data objects to be managed separately. This is supple-
mented by efficient application execution by identifying and utilising free com-
pute nodes within the Virtual Organisation, so maximising the use of the available
computational power, and the execution is then monitored accurately by auditing
services across the Virtual Organisation.
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Platform transparency XtreemOS provides a single interface which can acco-
modate cluster machines and mobile devices as well as conventional workstations,
so it supports a ubiquitous access to services, applications and data across devices
within one system. Thus end users do not need to configure their application to
work on a particular platform.

4.3 Advantages for administrators

Another key set of XtreemOS users are system administrators. System adminis-
trators can include resource administrators, responsible for a particular computing
resource, or Virtual Organisation administrators, responsible for supporting a col-
laboration within a community. Again, XtreemOS provides advantages for both
groups, as follows.

Advantages for local resource administrators. XtreemOS supports the auton-
omous management of local resources. Security policies to access local resources,
and accounts for local users, can be controlled locally by their own local admin-
istrators. Then when the resource participates in virtual organisations, these local
configurations can be propagated across the virtual orgnisation and thus respected
by other node. Further features which support strong isolation, including node vir-
tualisation and virtual firewalls are being added to support high integrity resources
and applications, which also satisfy the requirements of local administration on the
higher security on such resources.

Advantages for Virtual Organisation administrators. XtreemOS provides a
scalable virtual organisation tool, which can be controlled via Virtual Organisation
roles and policies, which respect the needs of local resources. XtreemOS also con-
siders the whole lifecycle, supporting VO establishment, change and dissolution in
a single controlled environment. XtreemOS thus will give VO administrators the
tools to flexibly run their VOs while having the assurance that local requirements
will be respected across the Grid.

4.4 Advantages for application programmers

XtreemOS is a Grid OS which can support a wide range of applications and ser-
vices. It does not assume any particular architecture beyond the basic Grid and
Virtual Organisation services, many of which are transparent to the users, and is
thus designed to not be limited to a particular programming paradigm. Current
Linux applications can run with little or no modifications, so legacy applications
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to be executed in a Grid without modification, or recompilation. It is also in-
tended that current Grid applications will also run with little or no modifications.
XtreemOS supports the emerging standard OGF standard API ’SAGA’, with cur-
rently both the C and Java languages supported. As other Grid systems will also
support this interface, then a Grid application defined for one system should also
run any other SAGA compliant system. This would potentially include applica-
tions running across a combination of XtreemOS and other Grid middleware.

5 Conclusion

XtreemOS proposes a novel approach to the management of large and very dy-
namic Grid systems allowing users to transparently exploit VO-managed resources
through the standard Posix interface. XtreemOS is a Grid operating system in the
sense that it offers a coherent set of integrated and cooperative system services to
manage jobs, data, Grid users and Virtual Organizations in a multi-domain context.

The main objective of this new approach is to provide real advantages over
conventional Grid approaches. XtreemOS targets ease of use, secure and reliable
application execution, and platform transparency for end users. With XtreemOS,
local system administrators still manage their resources autonomously and VO ad-
ministrators are provided with a scalable and flexible Virtual Organization tool
dealing with the whole VO life-cycle. Transparency and scalability are the two
fundamental concepts guiding the design of XtreemOS. Moreover, unlike the tra-
ditional middleware-based approaches, XtreemOS provides seamless support for
VOs at all the software layers involved, ranging from the operating system of a
node, via the VO-global services, up to direct application support. In contrast to
many middleware approaches, XtreemOS is able to execute any kind of application
from legacy Posix compliant applications to Grid-aware applications conforming
to OGF standards.

XtreemOS targets both business and scientific applications. Three flavours of
XtreemOS are implemented based on Linux for stand-alone PCs, PC clusters and
mobile devices. The first public release of XtreemOS open source software for
PCs and clusters is planned in June 2008. Further versions will then be released
to refine the XtreemOS ssystem together with extensive system testing on a wide
variety of case-studies.
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USER GUIDE. EGEE, April 2008. Document identifier: CERN-
LCG-GDEIS-722398, https://edms.cern.ch/file/722398/1.
2/gLite-3-UserGuide.pdf.

[5] XtreemOS Consortium. Xtreemos: Building and promoting a linux-based
operating ssystem to support virtual organizations for next generation grids.
Technical Annex. Integrated Project (IP) in the FP6-2005-IST-5 European
program, April 2006.

[6] Massimo Coppola, Yvon Jégou, Brian Matthews, Christine Morin, Luis Pablo
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